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Abstract. This work presents a variation of the traditional text rep-
resentation based on the vector space model, used in Informational Re-
trieval. In particular, a representation is proposed, intended to select
terms for indexing and weighting them according to their importance.
These two tasks are performed taking into account the terms with medium

frequency, that have shown an advantage to reveal keywords. The results

of experiments using an information retrieval system on the TREC-5 col-

lection show that the proposed representation outperforms term weight-
ing using tf idf, reducing simultaneously the dimensionality of terms to
less than 12%.

1 Introduction

Vector Space Model (VSM) was proposed by Salton [10] in the 1970's. This
model states a simple way to represent documents of a collection; using vectors

with weights according to the terms appearing in each document. Even though
several other approaches have been tried, such as the use of representative pairs

[7] or the tokens of documents, vector representation based on terms remains a

topic of interest, since some other applications of Natural Language Processing
(NLP) use it, for instance, text categorization, clustering, summarization and so
on.

In Information Retrieval (IR), a commonly used representation is the vector

space model. In this model, each document is represented as a vector whose

entries are terms of the vocabulary obtained from the text collection. Specifically,
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given a text collection {D1,..., DM} with vocabulary V = {t1,...,tn}, the

vector D; of dimension n, corresponding to document Di, has entries dij, where

the value of an entry di; is the weight of term t; in D₁:

dij =tfij idfj, (1)

where tf, is the frequency of term t, in document Di, idf, = log2 (), and df is

the number of documents using term t;. In collections of hundreds of documents,
the dimension of the vector space can be of tens of thousands.

A key element in text representation is basically the adequate election of

important terms, i.e. those that do not affect the process of retrieval, clustering,

and categorization, implicit in the application. Besides, they have to reduce the

dimensionality without affecting the effectiveness. It is important, from the rea-

son just explained, to explore new mechanisms to represent text, based on terms

appearing in the text. There are several methods to select terms or keywords

from a text, many of them affordable in terms of efficiency but not very effective.

R. Urbizagástegui [12] used the Transition Point (TP) to show its usefulness in

text indexing. Moreover, the transition point has shown to work properly in term

selection for text categorization [4] [5] [6]. TP is the frequency of a term that

divides a text vocabulary in terms of high and low frequency. This means that

terms close to the TP, of both high and low frequency, can be used as keywords

that represent the text content. A formula to calculate TP is:

√1+8· I -1
TP=

2
(2)

where I1 represents the number of words having frequency 1. Alternatively, TP

can be found as the lowest frequency, from the highest, that does not repeat,
since a feature of low frequencies is that they tend to repeat.

theThis work explores an alternative to the classic representation based on

vector space model for IR. Basically, the proposed representation is the result
of doing a term selection, oriented to index the document collection and, in

addition, a weighting scheme according to the term importance. Both tasks are
based on terms allegedly having a high semantic content, and their frequencies
are within a neighborhood of the transition point.

Following sections present the term weighting scheme, experiments done us-
ing TREC5 collection, results, and a discussion with conclusions.

2 Term Selection and Weighting

The central idea behind the weighting scheme proposed here is that important
terms are those whose frequencies are close to the TP. Accordingly, term with

frequency very "close" to TP get a high weight, and those "far" from TP get
a weight close to zero. To determine the nearness to TP, we proceed empiri-
cally: selecting terms with frequency within a neighborhood of TP; where each
neighborhood was defined by a threshold u.
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Table 1. TREC-5 subcollections for 6 topics.

Subcollection Topics # #Relevant
1

2

3

C1: C3 1117 211: 164

C10: C11 933 206: 105

C14: C15 817 281:6

Table 2. Topics used in evaluation.

c1 mexican oposition FTA (free trade agreement)
c3 pollution mexico city

c10 mexico important country transit war antidrug
c11 water rights rivers frontier region mexico unites states
c14 monopoly oil pemex has great influence mexico

c15 dispute fishing caused capture fishing ships unites staes

5.2 Results

In Fig. 1, the results are presented for each subcollection and for each method.
The Column 1 refers to the method. For three first rows, the method based on

weighting was used, while for three last rows the extract generation was applied.

For each subcollection, we calculated the values of precision P, recall R, and F₁

measure, see, for example, [3].

p #relevant documents obtained by the system
#total documents obtained by the system

R- #relevant documents obtained by the system

F

#total relevant documents

= (2. P. R)/(P+R).

(6)

(7)

(8)

The methods that are referred to as TR use transition range, while those referred

to as TP are based on transition point as it is explained in sections 3 and 4.

Fig. 1. Transition range.

Method Subcol. 1 Subcol. 2 Subcol. 3

P R F P R F P R F

Classic 0.28 0.61 0.38 0.21 0.74 0.33 0.33 0.93 0.48

TR 0.24 0.17 0.2 0.17 0.2 0.18 0.34 0.78 0.47

TP 0.34 0.06 0.1 0.13 0.29 0.18 0.44 0.31 0.33

Full text 0.16 0.47 0.24 0.17 0.68 0.27 0.18 0.69 0.28

TR 0.16 0.22 0.19 0.19 0.39 0.26 0.18 0.48 0.26

TP 0.37 0.07 0.11 0.19 0.33 0.24 0.19 0.19 0.19
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6 Conclusions

We presented an approach that allows for detection of the transition range,

i.e., the range of terms with medium frequencies in a text. This range has the

properties that correspond to the expected behavior of the terms, which are in

the transition from terms with low frequency to terms with high frequency. It is

supposed that terms in this range are the most representative terms of a text.

The advantage of the approach is that it does not require choosing manually

any thresholds. Certainly, the results are not as good as in the classic approach

that uses tfij ifd; or as in the case of usage of the complete documents. We

showed that the transition range gives better results than the transition point;

however, this claim must be tested in a larger collection. It is necessary to tak
e

into account that transition range has similar behavior and inherits practically

all numerous applications of the transition point. So, we can recommend the

usage of the transition range in natural language processing applications instead

of the transition point because of its extensive advantages.
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